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Abstract. Automated radiology report generation (RRG) aims to pro-
duce detailed textual reports from clinical imaging, such as computed
tomography (CT) scans, to improve the accuracy and efficiency of diag-
nosis and provision of management advice. RRG is complicated by two
key challenges: (1) inherent complexity in extracting relevant information
from imaging data under resource constraints, and (2) difficulty in ob-
jectively evaluating discrepancies between model-generated and expert-
written reports. To address these challenges, we propose µ2LLM, a multiscale
multimodal large language models for RRG tasks. The novel µ2Tokenizer,
as an intermediate layer, integrates multi-modal features from the mul-
tiscale visual tokenizer and the text tokenizer, then enhances report gen-
eration quality through direct preference optimization (DPO), guided by
GREEN-RedLlama. Experimental results on four large CT image-report
medical datasets demonstrate that our method outperforms existing ap-
proaches, highlighting the potential of our fine-tuned µ2LLMs on limited
data for RRG tasks. At the same time, for prompt engineering, we intro-
duce a five-stage, LLM-driven pipeline that converts routine CT reports
into paired visual-question-answer triples and citation-linked reasoning
narratives, creating a scalable, high-quality supervisory corpus for ex-
plainable multimodal radiology LLM. All code, datasets, and models
will be publicly available in our official repository.7

Keywords: Radiology Report Generation· Computed Tomography · To-
kenizer· Multimodal Large Language Models.

7 https://github.com/Siyou-Li/u2Tokenizer

https://github.com/Siyou-Li/u2Tokenizer
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1 Introduction

Radiology reports are the primary means by which radiologists communicate
their findings, likely diagnoses, and management recommendations to referring
physicians and surgeons [21]. These reports must be accurate and interpretable,
as ambiguous language or mistakes can lead to clinical error as well as increased
patient anxiety [15]. Expert reports are especially important for imaging that
referrers are frequently unable to interpret independently, such as computed to-
mography (CT). An increasing volume of CT examinations year-on-year gener-
ates pressure for radiologists to produce more high-quality reports, compounded
by workforce shortages [4]. Emerging artificial intelligence (AI) and natural lan-
guage processing (NLP) technologies built upon foundation model architectures
show promise in automating radiology report generation (RRG) [17]. If accurate,
automated RRG may streamline radiologist workflows, reduce reporting time,
and enhance report quality. Automated RRG may also facilitate large-scale data
extraction for clinical research, improving the usability of radiological data [12].
Integrating AI into clinical practice may thereby enhance diagnostic accuracy,
improve patient outcomes, and help meet the demand for healthcare services.

Existing RRG models are typically built around LLaVA [11], where input
data consists of CT images resized to fixed dimensions. However, CT images
exhibit variability in length, width, and height, and the resizing processes can
distort anatomical details and lesions, potentially compromising diagnostic ac-
curacy. Moreover, the direct incorporation of high-resolution CT images into
analytical pipelines is inefficient and frequently prohibited by limited compu-
tational resources, rendering the comprehensive and efficient extraction of per-
tinent imaging data a critical challenge in the report generation. Additionally,
there is no unified standard for structuring radiology reports; clinicians prioritize
the content of the findings over strict character-level alignment. Traditional NLP
evaluation metrics, such as BLEU [13] and ROUGE [10], are therefore not well-
suited for evaluating RRG because they focus on lexical similarity rather than
clinical salience or meaning. By comparing mainstream RRG models [19], [1],
we identify two significant challenges: (1) limitations in image encoders, as con-
ventional approaches that crop or downsample CT scans lead to significant in-
formation loss, particularly along organ boundaries; and (2) the inadequacy of
conventional NLP evaluation methods, which fail to accurately capture the se-
mantic and clinical relevance of generated reports compared to ground truth.
Our contributions: we propose a novel automated RRG approach based on a
multi-modal large language model (MLLM) named µ2LLM, as shown in Fig. 1.
Our framework is designed to efficiently and cost-effectively preserve critical
imaging details through guided question integration within the MLLM. Cen-
tral to our approach is the proposed µ2Tokenizer, an intermediate processing
layer that applies multi-level attention mechanisms and multi-scale aggregation
on the outputs of the visual tokenizer (ViT3D). This layer further incorporates
multi-modal attention to seamlessly fuse input question embeddings with refined
CT image embeddings, thereby maximizing their semantic correspondence while
maintaining computational efficiency. For evaluation, we identify and elucidate
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Fig. 1: Overview of our proposed µ2LLM model that is centered with the
µ2Tokenizer layer for high quality RRG task.

clinically significant errors using the GREEN model [12]—a specialized RRG
metric that leverages large language model-based natural language understand-
ing. To enhance the quality of generated reports, we employ direct preference
optimization (DPO) [14] to align model outputs with expert-validated clinical
accuracy. Comprehensive evaluations conducted on three extensive CT image-
report datasets demonstrate that our method produces radiology reports that
contain clinically salient points and are computationally efficient, addressing
critical limitations exhibited by existing automated RRG models.

2 Method

2.1 Problem Set-up

Given a CT image I and the corresponding question text Q, the RRG task aims
to generate a report Ŷ that describes diagnostic findings Y by answering the
given question Q.

The perceiver approaches [8] do not consider the Q when compressing the
image embeddings, which leads to suboptimal solutions. In our work, we intro-
duce an intermediate tokenization layer, µ2Tokenizer, to effectively bridge the
vision and language models. Figure 1 shows the pipeline of our model.

Image Encoder and Text Tokenizer: We scale the CT image I with height
H, width W , and depth D, and then divide it into T frames each consisting
of K slices. i.e. I ∈ RT×K×H×W , T = D

K . we employ a Vision Transformer
(ViT3D) [1] as our image encoder, which first transforms and splits each frame
Ii, i ∈ [0, T ) into frames and patches. The purpose of splitting the CT into
several frames is to reduce the huge amount of computation caused by one-time
input, and to avoid the information loss caused by direct downsampling and
splitting. The image encoder then extracts local features for each patch and a
global representation of the CT image. Formally, this produces a sequence of
visual tokens: V ∈ RT×Nv×E , where Nv is the number of visual tokens, and E
is the embedding dimension. Simultaneously, we obtain text tokens Q ∈ RNq×E

after tokenizing the question with the text tokenizer, where Nq is the max length
of the question. The µ2Tokenizer fuses the text tokens Q with visual tokens V
to create compact visual tokens V′ ∈ RNv×E using a multi-scale multi-modal
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Fig. 2: The illustration of our proposed µ2Tokenizer. The improvement is applied
to steps of Token Selection, Multi-scale Pooling, and the Positional Encoding.

attention mechanism. This ensures that relevant image information is efficiently
passed to the LLM while reducing computational overhead.

Report Generation: The processed image embeddings are then integrated
with a text question to generate a radiology report. We utilize M3D-LaMed-Phi-
3-4B [1] as the base LLM for report decoding. The LLM takes as input both the
textual question Q and the µ2Tokenizer-processed visual tokens V′, generating
the radiology report Ŷ accordingly.

2.2 µ2Tokenizer: Differentiable Multi-Scale Multi-Modal Tokenizer

To improve the extraction efficiency for the CT image information, we propose
the µ2Tokenizer module (as shown in Figure 2), which can process CT images
with an arbitrary number of slices and leverage the pre-trained model for effi-
cient alignment training. This module is built upon the Linear Video Tokenizer
(LinVT) [5] that was originally introduced for the video understanding task.
LinVT comprises two sub-modules: Spatio-temporal Visual Token Refiner (SVR)
and Text-conditioned Token Aggregation (TTA). These modules adhere to the
linearity principle, meaning that the output of each module is a linear com-
bination of part of its input, thereby preserving the visual-language alignment
learned in the image-LLM.

Relative Positional Encoding(RPE). The LinVT [5] uses absolute learn-
able positional embeddings added along the frame and token dimensions. For the
jth visual token Vi,j in ith frame, two absolute positional embeddings (Pf (i) and
Pt(j)) are added to the Vi,j . Such an approach is not effective in capturing
local relationships that are particularly useful in 3D volumes where local pat-
terns matter. Instead, we use relative positional encoding so that the model can
better capture local relationships regardless of the absolute position. The rela-
tive positional encoding is integrated within the attention mechanism[16]. When
computing the attention score between token i and token j, we add learned posi-
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Fig. 3: Overview of training process with Direct Preference Optimization (DPO).

tional embeddings based on their relative position: Aij =
QiK

⊤
j√

d
+Pr(i−j). When

used with multi-head attention, each head has its unique positional embeddings.
Differentiable Token Selection(DTS). The LinVT [5] uses a hard top-k

selection which results in information loss when visual tokens are not selected.
From a training perspective, a small k also leads to slow optimization as the error
can not be effectively backpropagated back to non-selected visual tokens. To solve
this limitation, we replace the hard selection with a fully differentiable soft selec-
tion mechanism. For each of the k selections, it computes a weight for all tokens
and uses the weighted sum to produce a “soft” top token. This not only mitigates
the information loss but also makes the selection process fully differentiable and
improves gradient flow. The top-k soft tokens were calculated globally, taking
into account visual tokens in all frames. Formally, for each of the k soft tokens
we first compute an attention score α(r) = Softmax(W

(r)
s Vflat) where W

(r)
s ∈

RE×1, Vflat ∈ RT ·Nv×E , r = 1, . . . , k. The soft token V
(r)
top is calculated as the

weighted sum of all visual tokens: V (r)
top =

∑T ·Nv

i=1 α
(r)
i Vflat(i).

Dynamic Multi-scale Pooling (DMTP). The LinVT uses fixed pool-
ing kernel sizes that treat individual kernels equally. We improved it to dy-
namic pooling, which allows the network to learn how to weight and choose the
appropriate pooling. This is a more effective alternative to fixed pooling. We
adapt the dynamic multi-scale pooling to weight the multiple pooled outputs
dynamically. To implement this, we first apply an average pooling on different
kernel sizes s ∈ [1, 2, 4]: ys = AvgPool(Vtop, kernel = s) and then compute dy-
namic weights ws via a small MLP g(·) over the mean of the pooled outputs:
ws =

exp(g(ys))∑
s′∈S exp(g(ys′))

. The weight ws is multiplied by ys to create weighted pool-
ing outputs. Then, the final pooled representation is created by concatenating
these weighted outputs. This allows the network to adapt the pooling operation
based on the input distribution.

2.3 Direct Preference Optimization with GREEN-Score

Our training consists of two stages. First, we perform supervised fine-tuning
(SFT) using the CT-Reports dataset. Second, we adopted the Direct Prefer-
ence Optimization(DPO) [14] method (as shown in Figure 3). In particular, we
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optimize our model on GREEN Score [12], which is arguably the most effective
method to evaluate medical reports. GREEN [12] effectively identifies significant
discrepancies between the reference and generated reports, providing a detailed
score from 0 to 1 for quantitative analysis and a summary for qualitative analysis.
This interpretable evaluation helps improve the quality of automated radiology
reporting. To obtain the preference dataset, we use the trained SFT model to
generate a large number of medical reports on the existing dataset, and then
these medical reports are scored by GREEN against the ground truth. Finally,
the scored reports are used in DPO [14] training, to guide the model gener-
ating preferred reports that have the highest GREEN score. As a result, the
reports generated by our model are more accurate and semantically closer to
human experts. Formally, the model is trained on the following DPO training
objective:

LDPO(πθ;πref ) = −E(V,x,yw,yl)∼DDPO
[log σ(β log

πθ(yw|x)
πref (yw|x)

− β
πθ(yl|x)
πref (yl|x)

)]

with πθ is the policy model, πref is reference model, σ is sigmoid function,
β ∈ (0.1, 0.5), yw represent good responses and yl represent bad responses.

2.4 Prompt Engineering
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Fig. 4: The pipeline of our proposed CT Report Reasoning Synthesis

In our workflow, we applied three prompt-engineering techniques—CT Re-
port Rewriting, CT Report Reasoning Synthesis, and CT Report Translation—with
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particular emphasis on CT Report Reasoning Synthesis. The concrete process
and involved prompts are listed in Appendix A.

Our CT Report Reasoning Synthesis pipeline converts each CT Report and
its free-text radiology report into a rich supervisory package for multimodal
learning by sequentially prompting a single large-language model in five roles:

First, the question-generation stage reads the full report (findings and im-
pression) and asks the LLM to propose a diverse collection of natural-language
questions that a radiologist, trainee or downstream AI system might reasonably
ask. Prompt constraints force coverage across lesion attributes, anatomical lo-
calisation, diagnostic certainty, and suggested follow-up, giving each study a rich
inquiry space.

Second, each question is paired with the original report and resubmitted to
the LLM under a “think-step-by-step” instruction. The model must clearly rea-
son out, citing exact report fragments or well-established imaging priors, before
providing a concise answer. The resulting tuples—question, answer, and raw
reasoning—capture both knowledge and justification in a single pass.

Third, an automatic quality gate re-examines every tuple. A second LLM
pass checks factual consistency between answer and report, heuristics reject non-
English or vacuous chains-of-thought, and domain-specific rules eliminate patho-
physiologic contradictions (for example, claiming a pneumothorax is “improved”
when it is first detected). Only tuples that survive all three filters remain.

Fourth, accepted reasoning traces are refined: the LLM compresses them into
short, evidence-linked paragraphs whose citations reference specific report lines.
Redundancy is pruned, hedging language is toned down and, where appropriate,
probabilistic qualifiers are inserted to reflect clinical uncertainty in a calibrated
fashion.

Finally, the pipeline fuses all refined traces into a single, structured “report-
thinking” narrative. The LLM merges overlapping rationale, orders arguments
anatomically and separates them into Findings Rationale, Impression Rationale
and Follow-up Rationale sections. The finished datapoint therefore contains a
CT volume, its VQA pairs (with answers) and a coherent explanation grounding
every key statement, enabling scalable training of multimodal models that can
answer questions and justify their answers with radiologic evidence.

3 Experiments

Datasets. AMOS-MM 2024 [9] consists of 2,088 chest, abdomen, and pelvis
medical images and corresponding manually annotated text reports. The medi-
cal images are CT scans with spatial resolution from 256×256 to 1024×1024 and
slice thickness from 1mm to 5mm. CT-Rate [7] consists of 50,188 CT images
of 21,340 patients and corresponding text reports. The scanning resolution and
slice numbers range from 256×256 to 1024×1024 and 46 to 1,277, respectively.
AbdomenAltas 3.0 [3] is created by using RadGPT to generate reports for 17
public datasets, and through annotation, review, and refinement by 12 radiolo-
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gists to ensure the reports’ accuracy. It comprises over 1.8 million text tokens
and 2.7 million images from 9,262 CT scans.

Furthermore, we expanded the dataset based on manually annotated medical
reports using GPT-4o mini. This expansion included report rewriting and the
generation of clinically relevant question-answer pairs, enriching the dataset’s
diversity and comprehensiveness for improved model training and evaluation.

Implementation Details. We preprocess the 3D CT images using Min-
Max Normalization, then resizing and cropping to a standard dimension of 8×
32 × 256 × 256, and a random noise added. Our 3D vision encoder employs a
3D ViT from M3D-CLIP [1], and base-LLM is Llama-3.2-1B-Instruct [18]. All
models are trained by AdamW optimizer with warm-up and cosine decay and
use the bf16 mixed-precision training strategy enabled by DeepSpeed. Training
is conducted in parallel across 4 NVIDIA A40 GPUs (48 GB VRAM each). For
the µ2Tokenizer layer, we use four Spatio Temporal Attention Layers and four
Text Condition Token Attention layers each consisting of eight attention heads
and set k = 1024 for top soft token selection. For scale-specific learnable queries
we use 1024 queries with a hidden size of 768.

Baselines and Evaluation Metrics. We compare our model with several
efficient and high-performing MLLMs, including LaMed-Phi-3-4B [1], LaMed-
Llama-2-7B [1], CT-CHAT(Llama-3.1-8B)[6], RadGPT-N [3], and RadFM-14B [19],
which excel at capturing linguistic patterns and generating coherent text across
various domains. We also include the comparison of our model µ2LLM-1B (SFT)
with only SFT, and our model µ2LLM-1B (SFT&DPO) with both SFT and
DPO. Given the complexity of evaluating content accuracy between generated
reports and human references, we employ both traditional and LLM-based met-
rics. Traditional metrics include BLEU [13], ROUGE [10], METEOR [2], and
BERT-Score[20], which quantify text similarity through n-gram overlap and vari-
ations, although they have limited semantic understanding. LLM-based metrics,
i.e. the GREEN score [12], utilize models with strong semantic comprehension
to evaluate the alignment between generated reports and human references. This
metric assesses matching content and errors, offering a more comprehensive re-
port quality measure.

Results Analysis. Our model demonstrates superior performance compared
to baseline models across multiple datasets. Notably, despite its significantly
smaller scale (1B parameters, only 14% of comparable models ranging from 7B
to 14B), our model consistently outperforms these larger counterparts. Table 1
presents a comparative evaluation across different datasets. Our model achieves
state-of-the-art results, outperforming existing approaches. For instance, on the
CT-Rate dataset, our model attains ROUGE-1 = 0.517, METEOR = 0.330,
BERTScore = 0.879, and GREEN = 0.384, significantly surpassing CT-CHAT-
8B. These results underscore the effectiveness of our approach, particularly after
SFT and DPO. The integration of the GREEN Score-based dataset selection for
DPO fine-tuning further enhances model performance, leading to more accurate
and clinically relevant report generation. Specifically, the GREEN Score evalu-
ation indicates a model capability improvement of 20% with DPO in GREEN
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Table 1: Performance Comparison Across Different Datasets
Datasets Models ROUGE-1 METEOR BERTScore GREEN

AbdomenAltas

LaMed-Phi-3-4B 0.136 0.058 0.807 0.011
LaMed-Llama-2-7B 0.139 0.060 0.810 0.009
RadFM-14B 0.037 0.013 0.794 0.000
RadGPT-N 0.247 0.112 - -
µ2LLM-1B(SFT) 0.529 0.295 0.891 0.281
µ2LLM-1B(SFT&DPO) 0.567 0.319 0.895 0.346

CT-Rate

LaMed-Phi-3-4B 0.130 0.050 0.814 0.002
LaMed-Llama-2-7B 0.103 0.048 0.815 0.001
RadFM-14B 0.054 0.017 0.812 0.014
CT-CHAT-8B 0.294 0.221 0.815 0.113
µ2LLM-1B(SFT) 0.517 0.330 0.879 0.384
µ2LLM-1B(SFT&DPO) 0.539 0.359 0.890 0.429

AMOS-MM

LaMed-Phi-3-4B 0.126 0.047 0.821 0.009
LaMed-Llama-2-7B 0.163 0.065 0.823 0.009
RadFM-14B 0.046 0.015 0.812 0.001
µ2LLM-1B(SFT) 0.421 0.249 0.881 0.339
µ2LLM-1B(SFT&DPO) 0.459 0.876 0.881 0.400

Table 2: Performance Comparison component effectiveness of µ2Tokenizer
Model BLEU ROUGE-1 METEOR BERTScore GREEN

Baseline 0.190 0.405 0.210 0.864 0.204
+RPE 0.281 0.421 0.236 0.880 0.277
+DTS 0.271 0.411 0.240 0.888 0.299
+DMTP 0.254 0.401 0.220 0.874 0.233
µ2LLM-1B(SFT) 0.279 0.421 0.249 0.881 0.339
µ2LLM-1B(SFT&DPO) 0.336 0.459 0.876 0.881 0.400

Score, with the most substantial gain observed on the AMOS-MM dataset, where
the GREEN Score increased from 0.33 to 0.40. To further assess the impact of
individual components, we conducted ablation experiments (Table 2). These ex-
periments confirm that each enhancement contributes meaningfully to model
performance. When training parameters remain consistent, incorporating DTS
yields the most substantial performance boost, improving the GREEN Score by
up to 0.2 points. This finding highlights the effectiveness of DTS in optimiz-
ing token representation and selection, leading to more accurate and clinically
meaningful text generation.

Figure 5 illustrates an example report produced by µ2LLM-1B. On the left,
a 3D heat map visualizes the Question-CT cross-attention scores, indicating the
regions of the CT scan most relevant to the model’s diagnostic reasoning. The
center and right images depict the original CT scan and corresponding problem
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Question

Report

Can you provide a diagnosis based on the

fingings in abdomen in this image?

The liver parenchyma demonstrates decreased density, with

a non-dilated intrahepatic and extrahepatic bile ducts, while

the gallbladder is not enlarged and shows no thickening of
its wall, and both the size and shape of the spleen, pancreas,

bilateral kidneys, and adrenal glands are normal, with the
renal parenchyma also showing no abnormal density and no

dilation of the renal pelvis and calyces, alongside normal
morphology and morphology of the bilateral ureters and the

absence of abnormal density; additionally, ...CT Image

Fig. 5: An example of the generated report from our µ2LLM-1B (SFT&DPO).

statement, where the model is tasked with identifying and diagnosing abnor-
malities in the abdominal region. The rightmost section displays the generated
radiology report, which provides a structured interpretation of the CT findings.
The report includes descriptions of liver parenchyma density, gallbladder mor-
phology, renal pelvis dilation, and other critical observations. The generated text
demonstrates clinical coherence and diagnostic accuracy, aligning with standard
radiology interpretations. This visualization highlights the model’s capability to
focus on diagnostically relevant regions and produce detailed, structured radiol-
ogy reports, supporting its potential use in automated medical imaging analysis.

4 Conclusion

In this study, we introduced µ2Tokenizer, a multi-scale, multi-modal middle-
ware, and a DPO optimization framework for radiology report generation. By
integrating ViT3D with an LLM, our approach effectively combines visual and
textual information, enabling accurate and coherent medical reports. To refine
the model for RRG tasks, we utilized the GREEN-Model and SFT to curate
high-quality datasets for DPO fine-tuning, improving alignment with clinical
standards. Despite limited training data, our model outperformed larger base-
lines, particularly in GREEN Score, demonstrating the effectiveness of multi-
modal fusion and optimization techniques in automated radiology reporting. By
jointly supplying questions with large-scale LLM, answers and anatomically or-
dered chains-of-thought, the framework lowers annotation costs and paves the
way for trustworthy, clinically grounded VQA models in medical imaging. These
results highlight the importance of structured fine-tuning in enhancing diagnos-
tic accuracy. Moving forward, our approach could be further extended to other
medical imaging modalities and clinical applications.
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A Appendix

A.1 CT Report Rewriting: Prompt

You are an expert radiologists. And your task is to paraphrase a given radiology report.
You need to:
1. Take the following 3 examples for style of writing.
2. You MUST NOT change any meaning of the original report, nor add or remove any information,

not event correction.
3. Give out the paraphrased report directly, without any other content.
4. In English only.

Here are some examples of CT reports:
{SOME EXAMPLES OF DATASETS}

The original report:
‘‘‘
{}
‘‘‘

A.2 CT Report Reasoning Synthesis: Prompt

1. Questions generation Use the following prompt to call LLM to generate
a question list, and then use the regular expression r".*?\d\. ?([\^\n]*)" to
extract the questions separately:
Here is a medical radiology report for a CT image.
‘‘‘
{report}
‘‘‘

Imagine you are assessing a student who is looking at a CT image, you are going to ask a list
of questions. Don’t mention the report, just list out as the form of questions, and

questions only, in sequenced list.

2. Answer&Thinking generation Use the following prompt to call LLM to
generate the thinking process and answers, and extract the thought content with
the regular expression r"Thinking: ?([^\n]*)" and extract the answer content
with the regular expression r"Answer: ?([^\n]*)":
You are a radiology medicine expert.
Your task is to answer the following radiology medicine question, using the patient’s medical

record report provided below.
When writing your thought process, imagine you are directly reviewing the patient’s radiology

images (do not mention the report), and describe your logical reasoning step by step
as an expert would.

Then, provide your final, correct answer to the question.
Your response will be used to guide and improve the training of a multimodal large language

model for radiology medicine images.
And here is the radiology report that you can see:
‘‘‘
{report}
‘‘‘

Now we have a question:
‘‘‘
{question}
‘‘‘
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Please consider and answer the question in the following format:

Thinking: <thought process>

Answer: <answer to the question>

3. Filter Use the following prompt to call LLM to filter out incorrect questions
or answers that were generated in the previous step:
You are an expert in radiology. Now you are reviewing a some questions and answers made by

another expert.
You need to determine if the question is proper for a radiology exam, and the answer is

correct.

If the question is proper for a radiology exam, and the answer is correct, return "Yes".
If the question is not proper for a radiology exam, or the answer is incorrect, return "No".
Do not return anything else.

The Report:
‘‘‘
{report}
‘‘‘
Question: {question}
Answer: {answer}

4. Refine Thinking Use the following prompt to call LLM to rewrite the
thinking data generated in the previous step to make it more in line with VQA
habits:
Help me edit the narrative below:
- If the narrative refers to a report, you change it as if you see it from the radiology

image
- Edit only the places mentioned above, leave all other text the same
- Do not add/remove/change any other information
- Directly output the result text

**The narrative:**
‘‘‘
{report}
‘‘‘

5. Report Thinking Synthesis Use the following prompt to call LLM to gen-
erate the data that generates thoughts in the report process. Thinking_before
is spliced using all the questions, thinking, and answers in the QA dataset:
ou are a radiology medicine expert. Now you are looking at a radiology image.
Here is your self talk when viewing the image:
‘‘‘
{thinking_before}
‘‘‘

Please paraphrase the self talk text and output it as **thinking progress**. Remember:
- Do not add/remove/alter any information
- Mind the coherence and fluence of output
- Deductions are prefered
- Directly output the result text

Your output:
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A.3 CT Report Translation: Prompt

This is an {source_lang} to {target_lang} translation, please provide the {target_lang}
translation for this text. \

Do not provide any explanations or text apart from the translation.
{source_lang}: {source_input}
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